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Abstract

As the concern about voice privacy leakage from speech keeps
rising, the Voice Privacy Challenge (VPC) 2024 sets higher
demands than VPC 2022, changing anonymization granular-
ity privacy to utterance level and requiring the anonymized
speech to retain the original emotional expression. In this pa-
per, we designed an anonymization solution based on FaCodec
from NatrualSpeech3 [1]. To improve its privacy performance,
a prosody anonymization network based on conditional varia-
tional autoencoder (CVAE), PANO, is designed to convert the
prosody to the target speaker according to the prompt. PANO
prevents identity leakage from the prosodic features of Fa-
Codec, recovers the original emotional expression, and min-
imizes the interference to the clarity caused by mismatching
the prosody and the content features. By cloning the pseudo
speaker in timbre and prosody, FaCodec+PANO executes a
dual anonymization method more comprehensively. Besides,
PANO is low-cost and efficient as it doesn’t need joint training
and is plug-and-play in FaCodec. Trained on libri-light small,
PANO can converge within only 5 epochs, restoring the prosody
Mel spectrogram with high similarity. With the closest cen-
ter distance anonymization strategy, FaCodec+PANO achieves
over 51% unweighted average recall (UAR) on both IEMOCAP
test/dev, 2.95%/3.02% word error rate (WER) on libri dev/test,
and average 33.20% equal error rate (EER) on libri dev/test,
ranking 2nd/1st/2nd in emotional expression, content clarity,
and privacy performance respectively, achieving the best per-
formance in average rank among baseline systems.
Index Terms: Voice Anonymization, FaCodec, Prosody
Anonymization, Voice Privacy Challenge 2024

1. Introduction
With the popularity of Artificial Intelligence Generated Content
(AIGC), speech synthesis technology has rapidly developed, but
it both protects and threatens voice privacy. Complex scenar-
ios require voice data identity privacy preservation and specific
needs. In high-end services, analyzing paralinguistic info helps,
but customer identity is sensitive. How to balance identity pri-
vacy and voice data usability? VPC 2024 poses a practical and
research-valuable challenge.

The requirements of VPC 2024 mainly have the following
two differences compared with the previous competition (VPC
2022):

1. The granularity of anonymization changes from the speaker
level to the utterance level. The requirements to preserve
voice distinctiveness and intonation are removed.

2. In evaluation metrics, apart from EER for privacy and the
WER for Automatic Speech Recognition (ASR) used in pre-

vious years, the UAR for Speech Emotion Recognition (SER)
has been added.

A hypothesis: converting prosody to target style may im-
prove performance. We propose PANO, a lightweight CAVE-
based network for FaCodec. PANO reconstructs prosody for
anonymization. It uses FaCodec for timbre conversion and
PANO for fine-grained prosody conversion. FaCodec+PANO
is a dual anonymization framework that synthesizes timbre
and prosody, preventing speaker info leakage for thorough
anonymization.

The contributions of this paper can be summarized as fol-
lows:

1. Prosody anonymization network based on CVAE, PANO,
has been proposed for FaCodec to transform the prosody
from the original to the target speaker and retain the emo-
tional expression as much as possible. Besides, a gradient
reverse layer (GRL) speaker classifier has been applied to
guide the prosody encoder extracting speaker-dependent la-
tent prosodic features, further preventing speaker information
leakage from prosody features.

2. A dual anonymization framework, FaCodec+PANO has been
designed to anonymize the speech more completely in both
timbre and prosody, alleviating the conflict between privacy
and high utility in voice privacy.

3. The FaCodec+PANO’s performances in 3 aspects have been
evaluated with VPC 2024 metrics: SER, WER, and EER on
dataset IEMOCAP/LibriSpeech/LibriSpeech. With the clos-
est center distance anonymization strategy, FaCodec+PANO
ranks 2ed/1st/2ed respectively compared to 7 official solu-
tions and 1st in the average rank.

2. System Overview
The dual anonymization solution comprises two components:
one is the native FaCodec, and the other is PANO, specifically
designed for FaCodec. Each part is given an overall introduc-
tion in this section.

FaCodec has several components: encoder, decoder, timbre
extractor, and three VQs (prosody VQ, content VQ, and acous-
tic detail VQ) as shown in Fig 1. The encoder and decoder han-
dle encoding and decoding original audio to/from latent space
features. The timbre extractor gets speaker embeddings. Each
VQ extracts corresponding discretized tokenized features. No-
tably, the input for prosody VQ is from the low-frequency of 80-
dim mel-spectrogram, not latent space features. It is the prosody
that PANO aims to reconstruct for anonymized speech as shown
in Fig 2, and this prosody statement is adopted in the following
paper.

PANO includes a prosody encoder, a prosody decoder, a



Figure 1: The Network Architecture of FaCodec+PANO dual Anonymization Solution

# Module Descripion Output features Data

1 FaCodec Codec in NaturalSpeech3 implemented from Amphion
https://huggingface.co/amphion/naturalspeech3_FaCodec

speech waveform Libri-Light large

2 Prosody
Encoder

Prior Encoder implemented from VITS
https://github.com/jaywalnut310/vits

latent prosody feature192

per time step Libri-Light small

3
GRL
Speaker
Classifier

ECAPA-TDNN implemented from speechbrain
https://github.com/speechbrain/speechbrain

GRL loss Libri-Light small

4 Speaker
Prompter

Pretrained Voice Encoder implemented from resemblyzer
https://github.com/resemble-ai/Resemblyzer

Speaker embedding256

5 Speaker
Anonymization

Timbre and speaker embeddings
extracted by timbre extractor from FaCodec and resemblyzer respectively.

speaker embedding256

timbre embedding256

of 1166 speakers

train-other-500
from LibriSpeech

6 Prosody
Decoder

Prior Encoder implemented from VITS
https://github.com/jaywalnut310/vits

the low-frequency part of
mel spectrogram80[:, : 20]

Libri-Light small

7 Discriminator Multi-kernel discriminator inspired by multi-period discriminator from VITS
https://github.com/jaywalnut310/vits

discriminator loss Libri-Light small

Table 1: Modules and training corpora for FaCodec+PANO. The module indexes are the same as in Figure 1. Superscript numbers
represent feature dimensions.



Figure 2: The reconstruction performance of PANO, Y-axis
channels presenting frequency bins and x-axis T presenting time
steps. The upper case is raw prosody and the lower case is re-
constructed prosody.

discriminator, a GRL speaker classifier, and a speaker prompter.
The prosody encoder extracts 192-dim latent prosody features
from 20-dim prosody melp. The prosody decoder synthesizes
msl′p with latent prosody features and speaker prompt. The dis-
criminator determines mel′p authenticity and calculates feature
distance. The GRL speaker classifier guides the encoder to ex-
tract speaker-independent features.

3. Implementation Details
After introducing the dual anonymization framework in Section
2, the subsequent sections delve into the detailed description of
its specific implementation details with the accordingly Table 1.
The implementation details are divided into 4 parts: FaCodec,
PANO, anonymization strategy, and loss functions.

3.1. FaCodec

FaCodec, from Amphion [2], uses V2 checkpoints of Encoder
and Decoder, trained on Libri-Light [3] with 60,000 hours of
utterances as in [1]. In this paper, FaCodec needs no addi-
tional training and is used for model inference only. Its excel-
lent disentanglement performance trained on the large corpus in
supervised learning can avoid info leakage problems. Choos-
ing FaCodec as the prototype is mainly due to its high expres-
siveness in speech emotion. Also, its prosody handling is more
fine-grained and suitable for complex ops and extensional trans-
formation. Before prosody melp is tokenized by prosody VQ,
PANO must transform the prosody from the original to another
pseudo-speaker style.

3.2. PANO

From the overall perspective, prosody synthesis saves more time
and computational resources as the prosody of the same dura-
tion costs far less storage compared to audio synthesis Trained
on Libri-Light small within only 5 epochs, PANO can converge
and doesn’t need joint training with FaCodec. From the partial
perspective, PANO consists of 5 components: a prosody en-
coder, a GRL speaker classifier, a prosody decoder, a speaker
prompter, and a discriminator. Each of them is introduced in
the following part of this subsection.

1. Prosody encoder is the prior encoder implemented in VITS

[4]. It takes raw prosody melp ∈ RT×C , C = 20 as input,
and outputs latent prosodic features hp ∈ RT×P , P = 192.

2. A GRL speaker classifier, based on ECAPA-TDNN [5] im-
plemented in speechbrain [6] and AAM loss [7] is adapted
to avoid the original speaker’s information remaining in hp,
guiding the prosody encoder to extract speaker-independent
ht. It inputs hp and its outputs one-hot classification results
are used for computing AAM loss.

3. Prosody decoder uses the same component as the prosody
encoder. It inputs the speaker-independent latent prosodic
features hp and a speaker prompt and outputs the generated
prosody mel′p of the target speaker’s style.

4. Speaker prompter provides 256-dimensional speaker em-
beddings as prompts for the prosody decoder. The Voice En-
coder from resemblyzer [8] plays this role.

5. Discriminator helps the prosody decoder to generate more
genuine prosody. In our paper, the multi-kernel discriminator
adapted here originated from the multi-period discriminator
in VITS [4], using multiple kernels convolution to measure
the distance between melp and mel′p.

3.3. Loss Functions

Five loss functions are used to guide PANO in achieving the
functions above.

1. KL divergence loss aligns the distributions p(hp|x), q(hp)
from the prosody encoder and the decoder respectively, and
regularizes the latent prosody features hp approximate Gaus-
sian distribution.

LKL =
∑
i∈T

{−DKL[p(hp,i|x)||q(hp,i)]+Eq(hp|xi)[ln q(xi|hp,i)]}

2. MSE loss is adopted as the reconstruction loss presenting the
capability to recover the prosody.

Lrec = MSE(melp,mel′p)

3. GAN-related loss consists of the adversarial loss [9]
Ladv(D), Ladv(PD) for the discriminator and prosody de-
coder, and the feature matching loss Lfm(PD) [10] for the
prosody decoder.

4. AAM-softmax loss Laam enhanced helps the prosody en-
coder extract more speaker-independent features.

The training loss for the PANO can be summarized as:

L = LKL + Lrec+ Ladv(PD) + Lfm(PD) + α · Laam,

where α = 0.1 is set to control the GRL speaker loss to the
same scale as other losses.

3.4. Anonymization Strategy

As for the anonymization strategy, the description can be di-
vided into 2 parts: the procedures to execute FaCodec+PANO
framework and the method to select the pseudo-speakers.

We select one utterance sample for 1166 speakers in train-
other-500 from LibriSpeech [11]. From these samples, we ex-
tract the timbre features by the timbre extractor in FaCodec and
the speaker embeddings using the voice encoder in resemblyzer
as speaker prompts. Assuming that the pseudo speaker is cho-
sen, follow the steps to execute anonymization solutions.

1. Encode the source audio with FaCodec encoder and obtain
prosody melp and latent tokenized feature h.



2. PANO generates the pseudo prosody mel′p according to the
prompt of the pseudo speaker from the speaker prompter.
Replace the original prosody melp with the pseudo prosody
mel′p.

3. Extract z′p, zc, ht with prosody VQ, content VQ, and timbre
extractor in FaCodec. Replace ht with the pseudo speaker
timbre h′

t.
4. Decode (z′p, zc, h′

t) with the decoder in FaCodec. The output
of the decoder is the anonymized speech.

Both pseudo timbre and pseudo prosody are used for synthe-
sis, leaving less original speaker information in the anonymized
speech.

For each dataset, only one pseudo speaker from train-other-
500 is selected to anonymize all the speech. The steps of the
strategy for choosing the pseudo-speaker are described as fol-
lows:

1. Compute the center of all the timbre embeddings hc
t =

average({ht}) extracted by the timbre extractor in FaCodec.
2. Then, compute the distance between the pseudo timbre em-

bedding from train-other-500 with cosine similarity and find
the pseudo-speaker whose timbre embedding is the closest
to the center hc

t . This pseudo-speaker is assigned to be the
constant speaker for the anonymization of that dataset.

This method used for FaCodec+PANO dual anonymization so-
lution is named the closest center distance anonymization strat-
egy.

4. Evaluation and Results
The performance of FaCodec+PANO dual anonymization was
evaluated in 3 aspects on IEMOCAP and LibriSpeech datasets
according to VPC 2024 requirements: emotion expression, con-
tent clarity, and privacy protection. Table 2 shows the emotional
expressiveness performance of FaCodec+PANO on IEMO-
CAP, Table 3 shows the content clarity on LibriSpeech’s dev-
clean/test-clean, and Table 4 details the anonymization perfor-
mance for privacy protection on LibriSpeech’s dev-clean/test-
clean.

For emotional expression, FaCodec+PANO’s performance
on IEMOCAP dev/test sets was second only to B2, showing
high preservation in each emotional category of IEMOCAP. Re-
garding content clarity, FaCodec+PANO was compared with 6
baseline systems on LibriSpeech’s dev-clean/test-clean in Ta-
ble 3. It achieved the best performance in WER on dev-clean
and maintained it. Anonymization performance was evaluated
on LibriSpeech’s dev-clean and test-clean. FaCodec+PANO
achieved the best male anonymization performance on dev-
clean with an EER of 41.615%. It maintained high perfor-
mance consistently across all levels, with an average EER of
33.1975%, ranking second only to B5-wav2vec2.

The comprehensive performance of 7 anonymization solu-
tions is shown in Table 5 calculated in two ways and ranked.
Ranking by the average rank, FaCodec+PANO achieves the
best of all the solutions. Ranking by the weighted rank, if
equally 50% for privacy and 50% for utility performance, Fa-
Codec+PANO can also achieve the first.

In summary, FaCodec+PANO has demonstrated highly
competitive performance across all metrics evaluated. Compar-
ing its rankings in emotional expression, content clarity, and
anonymization performance with various baseline systems, Fa-
Codec+PANO achieved rankings of 2nd/1st/2nd respectively.
This comprehensive performance places FaCodec+PANO at the
forefront across all evaluated aspects.

5. Conclusion
VPC 2024 introduces more granular and diversified anonymiza-
tion metrics, focusing on utterance level and emotional expres-
sion. Facing the new requirement of emotional expression, offi-
cially provided baselines fail to deal with prosody processing
effectively, leading to interference with the performance de-
clines in other aspects. This paper proposes the PANO net-
work, an optimized extension of FaCodec tailored to these
needs, to convert the prosody to the target speaker’s style, en-
suring harmony in the following anonymization speech synthe-
sis. The FaCodec+PANO dual anonymization framework uti-
lizes FaCodec’s outstanding performance in speech disentan-
glement, preserving both emotion and content features in the
original speech, with PANO network enhancing the anonymiza-
tion of prosody features. Among the anonymization solutions
evaluated with respect to emotion expression, content clarity,
and anonymization, FaCodec+PANO ranks 2nd/1st/2nd respec-
tively, reaching the optimum performance in the average rank
and weighted rank.
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