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Baselines

● Strong performance in the privacy objective (EER) necessitates the removal of acoustic characteristics, 

like duration, speaking style, from source speech. (STTTS, ASRBN, NAC)

● while strong performance in the utility objective (emotion preservation, UAR) requires more acoustic 

characteristics from the source utterance (McAdams)
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● Random Admixture (40.81% EER, 47.1% UAR)

○ Achieve the best of both worlds
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Cascading ASR and TTS

● ASR: Whisper

● TTS: Multispeaker-VITS [2]

Anonymized speakers:
● Randomly selected from LibriTTS

https://github.com/openai/whisper

https://huggingface.co/datasets/rhasspy/piper-checkpoints/blob/main/en/en_US/libritts_r/medium

[2] Conditional Variational Autoencoder with Adversarial Learning for End-to-End Text-to-Speech, J. Kim et al., 2021

https://github.com/openai/whisper
https://huggingface.co/datasets/rhasspy/piper-checkpoints/blob/main/en/en_US/libritts_r/medium


Random Admixture - Getting the best of both worlds

● Created in response to the 

adversarial training setup for the 

Voice Privacy Challenge

● Inspired by data poisoning attacks, 

which demonstrate that a small 

amount of poisoned data can alter the 

decision boundary sufficiently that the 

model performance degrades 

significantly
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Thanks and Questions
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