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Introduction

选题背景/

Speech information:
➢ Speech data contains a lot of personal information.

➢ Therefore, different solutions have been proposed 
to protect the speaker’s privacy, and one of the 
main approaches is speaker anonymization.
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speaker anonymization:
➢ The task is to develop a voice anonymization system for speech data.

➢ Specifically, according to the VoicePrivacy 2024 Challenge, the speaker 
anonymity system needs to satisfy: (i) output a speech waveform; (ii) 
conceal the speaker identity on the utterance level; (iii) not distort the 
linguistic and emotional content.
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➢ System overview
➢ Our anonymization system consists of four modules：
➢ (a) SSL-based feature extractor
➢ (b) Emotional feature extractor
➢ (c) Anonymous pools
➢ (d) Vocoder



Proposed Method
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Methods for building anonymous pools:
➢ datasets: LibriSpeech train-other-500
➢ pseudo-speaker: 

Randomly select 50 audio files from the dataset to form a pseudo-
speaker reference audio.
➢ Anonymised processes:

➢ We adopt the KNN-VC speech transformation method to extract 
the speech embeddings using the WavLM model and obtain the 
features of the layer 6 output of WavLM-Large. This step can be 
described as:

𝐷𝑠𝑝𝑘 = 𝐾𝑁𝑁(𝑥, 𝑅𝑠𝑝𝑘 , 𝑘)

where kNN(x, R, k) means find k nearest vectors to vector x in set R.

In order to generate the final pseudo-speaker, we need to randomly 
combine the representations of these target speakers. Let the randomly 
generated speaker weight vector 𝑤 = (𝑤1, 𝑤2, . . . , 𝑤𝑘) and constrain the 
sum of the weights to 1.

𝐷 =𝑤𝐷𝑠𝑝𝑘



Proposed Method

➢ Emotion encoder:

We use wav2vec2-large-robust-12-ft-emotion-ms-dim to extract emotion information, which is a 

self-supervised learning model that is pre-trained with a large amount of unlabelled speech data and 

fine-tuned on the labelled data to improve the performance of the emotion recognition task.
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Proposed Method

➢ vocoder: HiFi-GAN

The vocoder translates the converted features into an audio waveform. Instead of conditioning on 

spectrograms, we adapt a conventional vocoder to take self-supervised features as input.
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➢ Pre-matching training method: 

During the training process, the features in the training set are mapped to the nearest 

neighbor features in other speech segments by k-nearest neighbor regression, and then these 

“pre-matched” features are used to train the vocoder.



Experiments

➢ Training datasets:  LibriSpeech train-clean-360 and ESD

➢ Evaluations: Attackers were assumed to have access to the un-anonymized speech and anonymized 
speech utterances.

➢ Calculate the assessment metrics (EER, WER, UAR) for the development and assessment sets using the 
provided scripts.



Results



Results

⚫ This result shows that our system outperforms other ranges of scores even 
if they are not in the same error rate range.



Results

We compare our model with systems identical to those used in the privacy results, as 
shown in Table 3. The WER (Word Error Rate) results were computed using the libri-dev and 
libri-test datasets. Among all the systems evaluated, the system we developed achieved the 
best WER score.



Conclusions

◆ In summary, we utilize a self-supervised pre-trained model for the anonymization task.

◆ Our anonymization system is superior in maintaining both verbal and non-verbal 
content compared to the baseline system.
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